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1. Introduction

A partial differential equation is referred to as fractional PDE when it involves
derivatives or integrals of fractional order. The concept of fractional calculus started
with some speculations of Leibnitz in 1695 in a response to De L’Hopital’s question
about what would be the nth derivative of a function when n= 1

2 . Leibnitz’s answer
was: An apparent paradox, from which one day useful consequences will be drawn.
Based on the mathematical studies and the contributions of several mathematicians,
L. Euler, P.S. Laplace, S.F. Lacroix, J.B.J Fourier, N.H. Abel, J. Liouville, B. Rie-
mann and many others and the recent development of applied mathematics, Leibnitz’s
answer appears today at least half right. Indeed, the definitions of fractional deriva-
tives and integrals are no less rigorous than those of their integer order counterparts
even though the fractional calculus appears in the modeling of several non paradoxical
physical phenomena.

In particular, the class of PDEs

(−∆)su=f(|u|)u, (−∆)su=−1

2
CN,s

∫
RN

u(x+y)+u(x−y)−2u(x)

|x−y|N+2s
dy, (1.1)

whith N ∈N⋆ being the space dimension and 0<s<1, CN,s a normalization constant
and f a given local or nonlocal nonlinearity, received the interest of the mathematical
community and has been widely studied in the last decades. This interest is due to
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§Department of Mathematics, College of Science, King Saud University P.O. Box 2455, Riyadh

11451, Saudi Arabia.(mail).
¶Division of Math and Computer Sci. and Eng., King Abdullah University of Science and Tech-

nology, Thuwal 23955-6900, Saudi Arabia, (peter.markowich@kaust.edu.sa).
∥Division of Math and Computer Sci. and Eng., King Abdullah University of Science and Tech-

nology, Thuwal 23955-6900, Saudi Arabia, (saber.trabelsi@kaust.edu.sa).

1



2 Fractional Hartree-type NLS

the fact that the fractional Laplacian operator arises naturally in many contexts and
concrete applications in various fields, such as optimization, phase transition, the thin
obstacle Theorem, anomalous diffusion, financial markets, crystal dislocations, mem-
brane and flame propagation, quantum mechanics, quasi-geostrophic flows, minimal
surfaces, water waves, elliptic problems with measure data etc. We refer the reader
to Ref. [12] for (non exhaustive) list of references about applications. It is worth
noticing that applications appear as well in bioengineering and medicine where the
equation of motion of heart valve vibrations and stimuli of neural systems are mod-
eled through fractional differential equations, [30, 31, 32, 33, 40]. The mathematical
literature dedicated to the analysis of fractional PDEs is too wide to be fully listed
and mathematically situated here. Briefly speaking, equation (1.1) usually derives
from the time-dependent fractional nonlinear Schrödinger equation

i∂tu(t,x)+(−∆)su(t,x)=f(|u|)u(t,x), u(t=0,x)=u0, (1.2)

where ∂t denotes the partial derivative with respect to time variable t. So far, only
two cases have been considered in the mathematical literature, namely

f(|u|)= |u|p−1, (1.3a)

f(|u|)= |u|2 ∗ 1

|x|γ
,γ >0 (1.3b)

where ∗ denotes the convolution operator on RN . The nonlinearity (1.3a) arises in
applications like ferromagnets materials such spin glasses, iron ores, cobalt and nickel.
It appears as well in the modeling of other phenomena like neural networks and Bose-
Einstein condensation. In the latter case, it is essential to study the minimization
problem associated to (1.2), namely

Iλ= inf
u∈Hs(RN )

{
E(u) := 1

2

∫
RN

(
|(−∆)

s
2u|2−F (u)

)
dx,

∫
RN

|u|2dx=λ
}
, (1.4)

where F (x)=
∫ x

0
tf(|t|)dt. Indeed, in a Bose-Einstein condensate, the particles are

so super-cooled (billionths of degree Kelvin) that they all fall in the lowest quantum
state (ground state) and exhibit a quantum behavior macroscopically. Therefore, as
a first step it is fundamental to study the quantitative and qualitative properties of
the minimizers of (1.4). We refer the reader for instance to Refs. [36, 37, 15, 2, 3, 34,
35, 13]. In the case of the Hartree-type nonlinearity (1.3b) (N =3,γ=1 and s= 1

2 ),
the most relevant application arises in relativistic physics. Indeed, the nonlinearity
describes the short-term interactions between particles. The associated minimization
problem is the following

Iλ= inf
u∈H

1
2 (R3)

{
E(u) := 1

2

∫
R3

(
|(−∆)

s
2u|2−

∫
R3

|u(x)|2|u(y)|2

|x−y|
dy

)
dx,∫

R3

|u|2dx=λ
}
. (1.5)

The above constrained variational problem plays a fundamental role in the mathe-
matical theory of gravitational collapse of boson stars. In Ref. [28], the authors have
showed that (1.4) admits a nonnegative radial solution if and only if λ=λ⋆ where λ⋆
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denotes the critical mass. They have also proved that bosons stars with local mass
strictly less than the critical mass are gravitationally stable, whereas those with total
mass exceeding the critical mass may undergo a gravitational collapse and we refer
the reader as well to Refs [11, 16, 18, 26, 27, 10, 1, 22] for more details about this
family of models.

In this paper, we present a complete study of equation (1.1) with a generalized version
of nonlinearity (1.3b). We start by showing that the associated Cauchy problem is
well-posed under suitable assumptions on the nonlinearity and the power s. Next,
we prove the existence of standing waves using a variational approach based on the
concentration-compactness method [29], thereby extending some known results (see
above). Eventually, we show the orbital stability of such standing waves and charac-
terize the orbit following the classical argument of [6].

2. Main results

In this paper, we are concerned with the mathematical analysis of the following
Cauchy problem

S :

 i∂tϕ+(−∆)sϕ=(G(|ϕ|)∗V (|x|)) g(ϕ),

ϕ(t=0,x)=ϕ0.

In the system S , ϕ(t,x) is a complex-valued function on R×RN and ϕ0 is a pre-
scribed initial data in Hs(RN ). The operator (−∆)s is the fractional Laplacian
of power 0<s<1 defined in (1.1). It is worth mentioning that it is a pseudo-
differential operator where F [(−∆)sϕ](ξ)= |ξ|2sF [ϕ](ξ) with F being the Fourier
transform. The potential V is such that V (|x|)= |x|β−N where β>max{0,N−2s}
and G :R+→R+, differentiable function. Eventually, the function g is such that for

all z∈C, G(z)=
∫ |z|
0
g(α)dα where g :R+→R is continuous and extended to the com-

plex plane by setting g(z)= z
|z| g(|z|) for all z∈C and z ̸=0, that is g=G′.

In Ref. [20], the authors studied the associated variational problem

IG
λ =inf

{
|||ξ|sF [u](ξ)∥2L2(RN )−D(G(|ϕ|),G(|ϕ|)),u∈Hs(RN ),

∫
RN

|u(x)|2dx=λ
}
,

(2.1)

with the notation

D(G(|ϕ|),G(|ϕ|)) :=
∫
RN×RN

G(|u(x)|)V (|x−y|)G(|u(y)|)dxdy,

for a general nonlinearity G and a kernel V (|x|)= |x|β−N where the Sobolev space
Hs(RN ) is given by

Hs(RN ) :=
{
u∈L2(RN ), |||ξ|sF [u](ξ)∥2L2(RN )<∞

}
.

In the critical case, 2s=N−β, they were able to extend the results of [28]. Moreover,
in the subcritical case, 2s>N−β, they have also proved the existence and symmetry
of all minimizers of (2.1) by using rearrangement techniques. More precisely, they
showed that under suitable assumptions on G, one can always take a radial and
radially decreasing minimizing sequence of problem (2.1).
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Beyond the existence and uniqueness facts, a very important issue related to the
nonlinear fractional Schrödinger equation S is the orbital stability of standing waves.
For such an issue, it is essential to show that all minimizing sequences are relatively
compact in Hs(RN ). This is the gist of the paper [6]. The line of attach is the
following

• Prove the uniqueness of the solutions of S .
• Prove the conservation of mass and energy of the solutions.
• Prove the relative compactness of all minimizing sequences of the problem
(2.1).

Our first result concerns the well-posedness of the system S with G being nonnega-
tive, differentiable with G(0)=0 and for all ψ∈R+, there exists κ>0 such that

A0 : ∃µ∈
[
2,1+

2s+β

N

]
s.t.

 G(ψ)≤κ(|ψ|2+ |ψ|µ),

|G′(ψ)|≤κ(|ψ|+ |ψ|µ−1).

More precisely, we have the following

Theorem 2.1. Let 0<s<1,0<β<N,N−2s≤β,ϕ0∈Hs(RN ) and G such that A0

holds true. Then, there exists a weak global-in-time solution ϕ(t,x) to the system S
such that

ϕ∈L∞(R;Hs(RN ))∩W 1,∞(R ;H−s(RN )).

Moreover, the solution is unique if
• µ=2, N ≥1 and 2s≥N−β,

• µ>2, N =1 and 1
2 <s<1,

• 2<µ<2+ N
N−2s

2s−1−2N+2β
2s−1+N , N ≥3, N

2(N−1) <s<1 and

N−s+ 1

2
<β<min

(
N,

3N

2
−s− N

4s

)
.

The existence part of Theorem 2.1 will be shown using a classical contraction argument
and the conservation laws associated to the dynamics of system S . For the uniqueness
when µ=2 one can easily deduce that the L2 or Hs norm of the difference of two weak
solutions vanishes via Hardy-Sobolev inequality (see [10]). If µ>2, then the situation
is quite different from the case µ=2. One cannot use the usual energy estimate
(except for the case when the embedding Hs ↪→L∞ holds) or the usual Strichartz
estimates owing to the regularity loss. Fortunately, the uniqueness part for µ>2 and
N =1 readily follows from the embedding Hs ↪→L∞ for all s> 1

2 . The uniqueness
in the case N ≥3 will be obtained using mixed norms and weighted Strichartz and
convolution inequalities, which require N ≥3. It would be relevant to find estimates
to handle the uniqueness for N =2. Let us mention that in Ref. [21] the authors
showed the orbital stability of standing waves in the case of power nonlinearities by
assuming energy conservation and time continuity without proving uniqueness, which
is an inescapable and quite hard step, especially in the fractional setting.
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A solution of system S is called standing wave solution if it has the form ϕ(t,x)=
eiνtu(x) with ν ∈R and u(x) solves the following bifurcation problem

S̃ : (−∆)su=νu+N (ϕ),

where

N (ϕ) := [V (|x|)⋆G(ϕ)]G′(ϕ).

In order to study the existence of a solution (κ,u) to the stationary equation S̃ , we
use a variational method based on the minimization problem (2.1), namely

Iλ=inf

{
E(u), u∈Hs(RN ),

∫
RN

|u(x)|2dx=λ
}
, (2.2)

where λ denotes a nonnegative prescribed number and

E(u)= 1

2
||∇su||2L2(RN )−

1

2
D(G(|u|),G(|u|)).

For all function u in the Schwarz class, the kinetic energy is precisely expressed as
follows

∥∇su∥2L2(RN )=CN,s

∫
RN×RN

|u(x)−u(y)|2

|x−y|N+2s
dxdy. (2.3)

The standing waves solutions of S̃ will be obtained as critical points of the functional
E with the following extra assumption of G for all ψ∈R+,

A1 :


∃0<α<1+ 2s+β

N s.t. ∀ψ, 0<ψ≪1, ∃κ>0 s.t. G(ψ)≥κψα,

G(θψ)≥θ1+
2s+β
2N G(ψ).

More precisely, we have

Theorem 2.2. Let 0<s<1,0<β<N ≤β+2s and G such that A0 and A1 hold true.
Then, for all λ>0, problem (2.2) has a minimizer uλ∈Hs(RN ) such that Iλ=E(uλ).

This Theorem will be proved by showing that any minimizing sequence of problem
(2.2) is, up to translation, relatively compact in Hs(RN ). Our argument is based on
the concentration-compactness method of P-L. Lions, [29].

The last part of the paper is devoted to the stability of such standing waves. Before
going further, let us introduce

Îλ=inf

{
J (z), z=u+ iv ∈Hs(RN ),

∫
RN

|z|2dx=λ
}
,

where

J (z) =
1

2
||∇sz||2L2(RN )−

1

2
D(G(|z|),G(|z|)),

=
1

2
||∇su||2L2(RN )+

1

2
||∇sv||2L2(RN )−

1

2
D(G((u2+v2)

1
2 ),G((u2+v2)

1
2 ))

:=J (u,v).
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Obviously E(u)=J (u,0) holds. Now, we let

Ôλ=

{
z∈Hs(RN ),

∫
RN

|z|2dx=λ : J (z)= Îλ
}
.

The set Ôλ is the so called orbit of the standing waves of S with mass
√
λ. We define

the stability of Ôλ as follows

Definition 2.3. Let ϕ0∈Hs(RN ) be an initial data and ϕ(t,x)∈Hs(RN ) the asso-
ciated solution of problem S . We say that Ôλ is Hs(RN )−stable with respect to the
system S if

• Ôλ ̸=∅.
• For all ε>0, there exists δ>0 such that for any ϕ0∈Hs(RN ) satisfying
infz∈Ôλ

|ϕ0−z|<δ, we have infz∈Ôλ
|ϕ(t,x)−z|<ϵ for all t∈R.

Obviously, the notion of stability depends intimately on the well-posedness of the
Cauchy problem S and the existence of standing waves. Therefore, having in hand
Theorems 2.1 and 2.2, we prove the following

Theorem 2.4. Let N ≥3, N
2(N−1) <s<1, N−s+ 1

2 <β<min(N, 3N2 −s− N
4s ) and let

G satisfying A0 and A1 with µ (in A0) such that

2<µ<2+
N

N−2s

2s−1−2N+2β

2s−1+N
.

Let ϕ0∈Hs(RN ) and ϕ(t,x)∈Hs(RN ) the associated solution to the problem S . Then
Ôλ is Hs(RN )−stable with respect to the system S .

The paper is organized as follows. The first section is dedicated to the analysis of the
dynamical system S , that is the proof of Theorem 2.1. This is achieved in a classical
way by showing the local-in-time existence of solutions using a contraction argument.
Next, we prove the uniqueness under extra assumptions. Eventually, the conservation
laws allow us to obtain the necessary a priori estimates to show the global-in-time
existence and uniqueness of solutions. The second section is devoted to the proof of
Theorem 2.2 using variational tools, namely the concentration-compactness method,
[29]. In the last section, we prove Theorem 2.4, that is the stability of standing waves.

From this point onward, η and κ will denote variant universal constants that may
change from line to line (possibly of the same inequality). When η depends on some
parameters, we will write η (·) instead of η and equivalently for κ. In order to lighten
the notation and the calculation, we shall use Lp and Hs instead of Lp(RN ) and
Hs(RN ) respectively for real or complex valued functions. Also, we shall use || · ||Lp

instead of || · ||Lp(RN ) for all p∈ [1,∞]. The exponent p′ will denotes the conjugate

exponent of p, that is 1
p +

1
p′ =1. For more details on Sobolev spaces Hs, we refer the

reader to any textbook of functional analysis (see [7] for instance). Eventually, we
shall use the shorthand notation sN := 2N

N−2s .

3. Well-posedness of the system S

In this section we prove Theorem 2.1 by proceeding in three steps. First, we
show the existence of local-in-time weak solutions, then we show their uniqueness.
Eventually, we derive a priori estimates to obtain the global-in-time existence and
uniqueness of such weak solutions. Since, G′=g, the following observation holds true

|g(z)|+ |g′(z)z|≤C(|z|+ |z|µ−1) for all z∈C. (3.1)
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3.1. Weak solutions In this subsection, we show the existence of weak solu-
tions to system S in Hs. We will prove that N is a Lipschitz map from Lp′

to Lr for
some p,r∈ [2,sN ) . The rest of the proof follows using a classical contraction method
and we refer the reader to the book [7] for instance.

Proposition 3.1. Let N ≥1, 0<s<1 and 0<β<N ≤ 1
2 βsN . If g satisfies (3.1)

with µ∈
[
2,1+ 2s+β

N

]
. Then there exists a weak solution ϕ such that for all t∈

(−Tmin,Tmax)

ϕ∈L∞(−Tmin,Tmax;H
s)∩W 1,∞(−Tmin,Tmax;H

−s),

where (−Tmin,Tmax) is the maximal existence time interval of ϕ for given initial data
ϕ0∈Hs.

Proof. Let us introduce the following cut-off for the function g. We introduce
g1(α)=χ{0≤α<1}g(α) and g2(α)=χ{α≥1}g(α) so that g=g1+g2 with obvious defini-

tion of the Euler function χ. Moreover, let Gi(z)=
∫ |z|
0
gi(α)dα. Then, we write

N (ϕ)=
∑

i,j=1,2

Nij(ϕ) where Nij(ϕ)=

∫
RN

Gi(|ϕ(y)|)
|x−y|N−β

dygj(ϕ).

Now, we claim that for all 1≤ i,j≤2, there exist pij ,rij ∈ [ 2,sN ) 1, aij>0 and a pos-
itive constant η (K)≤κKai,j such that

||Nij(ϕ)−Nij(ψ)||p′
ij
≤η (K)||ϕ−ψ||rij , (3.2)

holds true provided that ||ϕ||Hs + ||ψ||Hs ≤K. This would implies that N :Hs→H−s

is a Lipschitz map on bounded sets of Hs. Indeed, let µ1=2 and µ2=µ, then

|Nij(ϕ)−Nij(ψ)|≤η
∫
RN

|ϕ|µi−1+ |ψ|µi−1

|x−y|N−β
|ϕ−ψ|dy |ϕ|µj−1

+η

∫
RN

|ψ|µi
|ϕ|µj−2+ |ψ|µj−2

|x−y|N−β
dy |ϕ−ψ|.

Applying Hölder and Hardy-Littlewood-Sobolev inequalities, we obtain

||Nij(ϕ)−Nij(ψ)||p′
ij
≤η

[
||ϕ||µi−1

rij
+ ||ψ||µi−1

rij

]
||ϕ||µj−1

rij
||ϕ−ψ||rij

+η ||ψ||µi

rij

[
||ϕ||µj−2

rij
+ ||ψ||µj−2

rij

]
||ϕ−ψ||rij ,

provided that for all 1≤ i,j≤2, we have

1

pij
− β

N
+
µi

rij
+
µj−1

rij
=1 and

β

N
<
µi

rij
. (3.3)

Now, we show that there exist pij ,rij ∈ [2,sN ) satisfying the system (3.3) for all N ≥2,
0<s<1 and 0<β<N ≤ 1

2 βsN which infers in particular that the inequality (3.2)
holds true using Sobolev inequality. For that purpose, let pij ,rij be on the line

1

rij
=

1

µi+µj−1

(
1+

β

N
− 1

pij

)
. (3.4)

1If N =1 and 1
2
≤ s<1, then sN is interpreted as ∞.
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Obviously, 1
rij

can be seen as a decaying function of 1
pij

and one has

1

µi+µj−1

(
1

2
+
β

N

)
<

1

2
and

1

sN
<

1

µi+µj−1

(
1+

β

N
− 1

sN

)
Therefore, the line (3.4) of ( 1

pij
, 1
rij

) always passes through the open square ( 1
sN
, 12 )

2.

Thus, all what we need is to find a pair ( 1
pij
, 1
rij

) of line (3.4) such that µi

rij
> β

N for

all 1≤ i,j≤2. Actually, it is rather easy to see that we have

β

N
<2

(
1+

2s+β

N

)(
1

2
+
s

N

)
<

µi

µj−1

(
1

2
+
s

N

)
.

This inequality implies that

β

N
<

1

µi+µj−1

(
1+

β

N
− 1

sN

)
,

which infers the existence of a infinite number of pairs (ri,j ,pij)∈ [2,sN )2 satisfying
(3.3). The proof of Proposition 3.1 follows now by a straightforward application of a
contraction argument.

3.2. Uniqueness The cases when µ=2, or µ>2 and N =1 can be treated as
in [10], [7], respectively, and we omit the details. In the case of N ≥3, the uniqueness
of weak solutions can be shown by the mean of weighted Strichartz and convolution
estimates. For that purpose, we introduce the following mixed norm for all 1≤m,m̃<
∞

||h||Lm
ρ Lm̃

σ
:= (

∫ ∞

0

(

∫
SN−1

|h(ρσ)|m̃dσ)m
m̃ ρn−1dρ)

1
m .

The case of m=∞ or m̃=∞ can be defined in a usual way. Now, we claim the
following.

Proposition 3.2. Let N ≥3, N
2(N−1) <s<1,N−s+ 1

2 <β<min(N, 3N2 −s− N
4s ) and

g such that condition (3.1) holds true with

2<µ<2+
N

N−2s

2s−1−2N+2β

2s−1+N
.

Then the Hs-weak solution to the problem S constructed in proposition 3.1 is unique.

Remark 3.1. The restriction on the dimension N in Proposition 3.2 is imposed to
ensure the conditions N

2(N−1) <s<1 and N−s+ 1
2 <β<

3N
2 −s− N

4s . These conditions

are needed to guarantee the existence of exponents q,q̃ and r satisfying the equality
(3.8) below.

Proof. Let U(t)=eit(−∆)s , then the solution ϕ constructed in Proposition 3.1
satisfies a.e. for all t∈ (−Tmin,Tmax) the integral equation

ϕ(t)=U(t)φ− i
∫ t

0

U(t− t′)N (ϕ(t′))dt′. (3.5)

Before going further, let us recall the following weighted Strichartz estimate
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Lemma 3.3 (Lemma 6.2 of [10], Lemma 2 of [8]). Let N ≥2 and 2≤ q<4s. Then,
for all ψ∈L2, we have

|||x|−δU(t)ψ||
Lq(−t1,t2;L

q
ρL

q̃
σ)
≤η ||ψ||L2 ,

where δ= N+2s
q − N

2 ,
1
q̃ =

1
2 −

1
N−1

(
2s
q − 1

2

)
and η is independent of t1,t2.

In Ref. [10], it was shown that

|||x|−δD
2s
q − 1

2
σ U(t)ψ||Lq(−t1,t2;L

q
ρL2

σ)
≤η ||ψ||L2 .

Lemma 3.3 can be derived using Sobolev embedding on the unit sphere. Here Dσ =√
1−∆σ where ∆σ is the Laplace-Beltrami operator on the unit sphere. Furthermore,

let us recall the following weighted convolution inequality

Lemma 3.4 (Lemma 4.3 of [9]). Let r∈ [1,∞] and 0≤ δ≤γ<N−1. If 1
r >

γ
N−1 ,

then for all f such that |x|−(γ−δ)f ∈L1, we have

|||x|δ(|x|−γ ∗f)||L∞
ρ Lr

σ
≤η |||x|−(γ−δ)f ||1.

Now, using Lemma 3.3 one can readily deduces that

|||x|−δ

∫ t

0

U(t− t′)f(t′)||
Lq(−t1,t2;L

q
ρL

q̃
σ)
≤η ||f ||L1(−t1,t2;L2). (3.6)

Thus, if we set f =N (ϕ)−N (ψ) and γ=N−β. Then from (3.5) we infer

||ϕ−ψ||L∞(−t1,t2;L2) + |||x|−δ(ϕ−ψ)||
Lq(−t1,t2;L

q
ρL

q̃
σ)

≤ η

2∑
i,j=1

∫ t2

−t1

||Nij(ϕ)−Nij(ψ)||L2 dt
′,

≤ η
2∑

i,j=1

∫ t2

−t1

||
∫
RN

|x−y|−γ(|ϕ|µi−1+ |ψ|µi−1)|ϕ−ψ|dy|ϕ|µj−1||L2 dt
′,

+ η
2∑

i,j=1

∫ t2

−t1

||
∫
RN

|x−y|−γ |ψ|µi dy(|ϕ|µj−2+ |ψ|µj−2)|ϕ−ψ|||L2 dt
′,

:=
2∑

i,j=1

(T 1
ij+T 2

ij).

We first estimate T 1
ij using Hölder’s and Hardy-Littlewood-Sobolev inequalities via

Lemma 3.3 and (3.6). On the one side if j=2, we choose r1,q1,δ1 with q1=2(µ−
1),δ1=

N+2s
2(µ−1) −

N
2 and

1

2
=
µi−1

r1
+
µ−1

q̃1
,

1

q̃1
=

1

2
− 1

N−1
(

s

µ−1
− 1

2
),

1

r1
>
N−β
N−1

,
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for which we need β>N−s+ 1
2 and µ<2+ 2β+2s−2N−1

N , then our choice of s,µ,β
enables us to use (3.6) so that

T 1
i2≤η

∫ t2

−t1

|||x|−δ1(µ−1)

∫
|x−y|−γ(|ϕ|µi−1+ |ψ|µi−1)|ϕ−ψ|dy||L∞

ρ L
r1
σ

×|||x|−δ1ϕ||µ−1

L
q1
ρ L

q̃1
σ

dt′

≤η
∫ t2

−t1

|||x|(−(γ−δ1(µ−1))(|ϕ|µi−1+ |ψ|µi−1)||2||ϕ−ψ||2|||x|
−δ1ϕ||µ−1

L
q1
ρ L

q̃1
σ

dt′.

Here we use Hardy-Sobolev inequality such that for 0<q<N and 2≤p<∞

|||x|−
q
p f ||p≤η||f ||

Ḣ
N
2

−N−q
p
. (3.7)

Since in our case q=2(N−β−δ1(µ−1)),p=2(µi−1) and N
2 − N−q

p =
N
2 − N−2(N−β−δ1(µ−1))

2(µi−1) ≤s (for this we need µ<2+ β+2s−N
N−2s ), we have

T 1
i2≤η

∫ t2

−t1

(||ϕ||µi−1

Ḣ
N
2

−N−2(N−β−δ1(µ−1))
2(µi−1)

+ ||ψ||µi−1

Ḣ
N
2

−N−2(N−β−δ1(µ−1))
2(µi−1)

)

×||ϕ−ψ||2|||x|
−δ1ϕ||µ−1

L
q1
ρ L

q̃1
σ

dt′

≤η(t1+ t2)
1
2

(
||ϕ||µi−1

L∞(−t1,t2;Hs)+ ||ψ||µi−1
L∞(−t1,t2;Hs)

)
×|||x|−δ1ϕ||µ−1

Lq1 (−t1,t2;L
q1
ρ L

q̃1
σ )

||ϕ−ψ||L∞(−t1,t2;L2).

On the opposite side, if j=1, then we can choose r∈
[
2, 2N

N−2s

]
such that

β

N
=
µi

r
,
µi−1

r
+

1

2
>
β

N
.

Such a combination is always possible thanks to our conditions on µ,β and s. There-
fore, we get as above

T 1
ij ≤η

∫ t2

−t1

(||ϕ||µi−1
r + ||ψ||µi−1

r )||ϕ−ψ||2||ϕ||rdt
′,

≤η(t1+ t2)(1+ ||ϕ||L∞(−t1,t2;Hs)+ ||ψ||L∞(−t1,t2;Hs))
µ1 ||ϕ−ψ||L∞(−t1,t2;L2).

We are kept with the estimates of T 2
ij . If j=1, then we can use Hardy-Sobolev

inequality (3.7). In fact, we have

T 2
11≤

∫ t2

−t1

||
∫
RN

|x−y|−γ |ψ|2dy||L∞
x
||ϕ−ψ||2dt

′,

≤η
∫ t2

−t1

||ψ||2
Ḣ

γ
2
||ϕ−ψ||2dt

′,

≤η(t1+ t2)||ψ||2L∞(−t1,t2;Hs)||ϕ−ψ||L∞(−t1,t2;L2).
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Since N
2 − β

µ ≤s we also have

T 2
21≤

∫ t2

−t1

||
∫
RN

|x−y|−γ |ψ|µdy||L∞
x
||ϕ−ψ||2dt

′,

≤C
∫ t2

−t1

||ψ||µ
Ḣ

N
2

− β
µ

||ϕ−ψ||2dt
′,

≤C(t1+ t2)||ψ||2L∞(−t1,t2;Hs)||ϕ−ψ||L∞(−t1,t2;L2).

When j=2, we use the weighted convolution inequality (Lemma 3.4). The hypothesis
on β,µ guarantees the existence of exponents q,q̃ and r satisfying the conditions of
Lemmas 3.3, 3.4 and also the following combination

1

2
=

(µ−2)(N−2s)

2N
+

1

q
=

1

r
+

(µ−2)(N−2s)

2N
+

1

q̃
. (3.8)

For this we actually need µ<2+ N
N−2s

2β+2s−2N−1
N+2s−1 , which is less than 2+

min
(

β+2s−N
N−2s , 2β+2s−N−1

N

)
. Hence, using the Hardy-Sobolev inequality (3.7) we write

T 2
i,2≤

∫ t2

−t1

|||x|δ
∫
RN

|x−y|−γ |ψ|µi dy||L∞
ρ Lr

σ

(
||ϕ||µ−2

2N
N−2s

+ ||ψ||µ−2
2N

N−2s

)
×

×|||x|−δ(ϕ−ψ)||
Lq

ρL
q̃
σ
dt′,

≤η
∫ t2

−t1

|||x|(−γ−δ)|ψ|µi ||1
(
|||ϕ||µ−2

Hs + ||ψ||µ−2
Hs

)
|||x|−δ(ϕ−ψ)||

Lq
ρL

q̃
σ
dt′,

≤η
∫ t2

−t1

||ψ||µi

Ḣ
N
2

− β+δ
µi

(
||ϕ||µ−2

Hs + ||ψ||µ−2
Hs

)
|||x|−δ(ϕ−ψ)||

Lq
ρL

q̃
σ
dt′,

≤η(t1+ t2)1−
1
q

(
||ϕ||µi+µ−2

L∞(−t1,t2;Hs)+ ||ψ||µi+µ−2
L∞(−t1,t2;Hs)

)
×

×|||x|−δ(ϕ−ψ)||
Lq(−t1,t2;L

q
ρL

q̃
σ)
.

Now, if (−t1,t2)⊂ [−T1,T2] and ||ϕ||L∞(−T1,T2;Hs)+ ||ψ||L∞(−T1,T2;Hs)≤K, then gath-
ering all the estimates above we infer

||ϕ−ψ||L∞(−t1,t2;L2)+ |||x|−δ(ϕ−ψ)||
Lq(−t1,t2;L

q
ρL

q̃
σ)
≤η (K2+K2µ−2)×

×(t1+ t2)
1− 1

q

(
||ϕ−ψ||L∞(−t1,t2;L2)+ |||x|−δ(ϕ−ψ)||

Lq(−t1,t2;L
q
ρL

q̃
σ)

)
.

Thus, ϕ=ψ on [−t1,t2] for sufficiently small t1,t2. Let I=(−a,b) be the maximal
interval of [−T1,T2] with

||ϕ−ψ||L∞(−c,d;L2)+ |||x|−δ(ϕ−ψ)||
Lq(−c,d;Lq

ρL
q̃
σ)
=0, c<a and d<b.

Assume that a<T1 or b<T2. Without loss of generality, we may also assume that
a<T1 and b<T2. Then for a small ε>0 we can find a<t1<T1 and b<t2<T2 such
that

||ϕ−ψ||L∞(−t1,t2;L2)+ |||x|−δ(ϕ−ψ)||
Lq(−t1,t2;L

q
ρL

q̃
σ)
≤ (K2+K2µ−2)×

×(t1+ t2−a−b)1−
1
q

(
||ϕ−ψ||L∞(−t1,t2;L2)+ |||x|−δ(ϕ−ψ)||

Lq(−t1,t2;L
q
ρL

q̃
σ)

)
,

≤ (1−ε)
(
||ϕ−ψ||L∞(−t1,t2;L2)+ |||x|−δ(ϕ−ψ)||

Lq(−t1,t2;L
q
ρL

q̃
σ)

)
.
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This contradicts the maximality of I. Thus I=[−T1,T2]. Actually, since [−T1,T2]
is arbitrarily taken in (−Tmin,Tmax), we get the uniqueness o the whole interval
(−Tmin,Tmax) and the Proposition 3.2 is now proved.

3.3. Global well-posedness Using the argument of Ref. [7], one can show
that the uniqueness implies actually well-posedness and conservation laws. That is

• ϕ∈C(−Tmin,Tmax;H
s)∩C1(−Tmin,Tmax;H

−s),

• ϕ depends continuously on ϕ0 in Hs,

• ||ϕ(t)||L2 = ||ϕ0||L2 and E(ϕ(t))=E(ϕ0) for all t∈ (−Tmin,Tmax).

The proofs of these points are standard (see [7]) and we omit them. The global well-
posedness is a consequence of the uniform bound on the Hs norm of ϕ(t) we shall
obtain, for all t∈ (−Tmin,Tmax), in the sequel.

Indeed, we first consider the global existence of weak solutions. Let us assume that
ϕ is a weak solution on (−Tmin,Tmax) as in Proposition 3.1. We show that ||ϕ(t)||Hs

is bounded for all t∈ (−Tmin,Tmax). For this purpose, let us introduce the following
notation for all 1≤ i,j≤2

D(G(|ϕ|),G(|ϕ|))=
2∑

i,j=1

Di,j(|ϕ|), Di,j(|ϕ|) :=D(Gi(|ϕ|),Gj(|ϕ|)). (3.9)

Using Hardy-Littlewood-Sobolev and the fractional Gagliardo-Nirenberg inequalities
and the assumption A0, we can write the following estimates

D1,1(|ϕ|)≤η ||ϕ||44N
N+β

≤η ||ϕ||4−
N−β

s
2 ||ϕ||

N−β
s

Ḣs
, (3.10)

D2,2(|ϕ|)≤η ||u||2µ2Nµ
N+β

≤η ||ϕ||2µ−
N(µ−1)−β

s
2 ||ϕ||

N(µ−1)−β
s

Ḣs
, (3.11)

D1,2(|ϕ|),D2,1(|ϕ|)≤η ||ϕ||
µ+2−Nµ−2β

2s
2 ||ϕ||

Nµ−2β
2s

Ḣs
. (3.12)

Since N−β≤2s, then 0< N−β
s ≤2 and 4− N−β

s ≥2. Also, since 2≤µ<1+ 2s+β
N ,

then 0< N−β
s ≤ N(µ−1)−β

s <2 and 2µ− N(µ−1)−β
s >2. Eventually, it is rather easy

to see that Nµ−2β
2s ≥2 so that µ+2− Nµ−2β

2s ≥µ≥2. The estimates above can be
summarized as follows with µ1=2 and µ2=µ.

Di,j(|ϕ|)≤η
∫
RN×RN

|ϕ(x)|µi |ϕ(y)|µj

|x−y|N−β
dxdy,

≤η ||ϕ||µi+µj−γi,j

2 ||ϕ||γi,j

Ḣs
(3.13)

where

γi,j =
N

s

(
1+

β

N

)
−
(
N

2s
−1

)
(µi+µj).
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Thus, we have clearly with the conservation laws

1

2
||ϕ||2Hs =

1

2
||ϕ||2L2 +E(ϕ)+D(G(|ϕ|),G(|ϕ|)),

≤ 1

2
||ϕ0||2L2 +E(ϕ0)+η

∑
i,j=1,2

||ϕ0||
2γij

2−µi−µj+γij

L2 +
1

4
||ϕ||2Hs .

Thus

||ϕ||Hs ≤η (||ϕ0||Hs) , for all t∈ (−Tmin,Tmax).

Therefore Tmin=Tmax=∞. Eventually, the proof of Theorem 2.1 follows by combin-
ing this fact with the Proposition 3.1.

4. Existence of standing waves

In this section we study the minimization problem S̃ . We prove the existence
of solutions to S̃ using a variational approach via the concentration-compactness
method of P-L. Lions [29]. Indeed, we aim to prove the existence of critical points to
the energy functional

E(u)= 1

2
||∇su||2L2 −

1

2
D(G(|u|),G(|u|)).

In other words, we look for a function uλ such that

E(uλ)=Iλ=inf

{
E(u), u∈Hs(RN ),

∫
RN

|u(x)|2dx=λ
}
.

As noticed in the introduction of this paper, this problem has been studied in various
situations depending on the value of s and the conditions on β and the integrand G
in Ref. [10, 20]. In order to prove the existence of critical points to the functional E ,
we start with the following claim

Proposition 4.1. For all λ>0 and G such that A0 and A1 hold true, we have

• The functional E ∈C1(Hs,R) and there exists a constant η >0 such that

||E ′(u)||H−s ≤η
(
||u||Hs + ||u||

2s+β
N

Hs

)
.

• −∞<Iλ<0.

• Each minimizing sequence for the problem Iλ is bounded in Hs.

Proof. Let us mention that only assumptionA0 is needed to prove the C1 property
of the energy functional E . The proof of this assertion is standard and we refer the
reader to Ref. [19] for details. Now, we prove the second assertion. Let u∈Hs(RN )
such that ||u||L2 =

√
λ and assume that A0 holds true. Then, on the one hand, thanks

to (3.10 –3.12), it is rather easy to show using Young’s inequality that for all ϵ1,ϵ2
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and ϵ3, there exist Cϵ1 ,Cϵ2 ,Cϵ3 >0 such that

D1,1≤η
(
ϵ1 ||u||2Ḣs +Cϵ1λ

e1
)
, e1 :=

4s+β−N
2s+β−N

. (4.1)

D1,2≤η
(
ϵ2 ||u||2Ḣs +Cϵ2λ

e2
)
, e2 :=

2sµ+β−N(µ−1)

2s+β−N(µ−1)
. (4.2)

D1,2,D2,1≤η
(
ϵ1||u||2Ḣs +Cϵ3λ

e3
)
, e3 :=1+

2sµ

4s−Nµ+2β
. (4.3)

Observe that 0<2s+β−N <4s+β−N so that e1>1. Also, 0<2s+β−N(µ−1)<
2sµ+β−N(µ−1) so that e2>1. Eventually, 4s−Nµ+2β>2s+β−N >0 so that

2sµ
4s−Nµ+2β >0 and e3>1. Therefore, for sufficiently small ϵ1,ϵ2 and ϵ3, one has

E(u)≥
(
1

2
−η (ϵ1+ϵ2+ϵ3)

)
||u||2Hs −

1

2
−η (Cϵ1λ

e1 +Cϵ2λ
e2 +Cϵ3λ

e3) ,

≥−1

2
λ−η (Cϵ1λ

e1 +Cϵ2λ
e2 +Cϵ3λ

e3) .

Thus, we obtain Iλ>−∞. On the other hand, let us introduce for all δ∈R, the
rescaled function uδ = δ

1
2u(δ

1
N ·). Obviously, one has

∫
RN |uδ|2=λ and using A1

E(uδ)≤
1

2
δ

2s
N

∫
RN

|(−∆)su(x)|2dx− δα−(1+
β
N )

2
D(|u(x)|α,|u(y)|α).

We have 0<α−
(
1+ β

N

)
< 2s

N , therefore we can take δ small enough to get E(uδ)<0.

Thus, Iλ≤E(uδ)<0. We are kept with the proof of the third assertion. Let (un)n∈N
be a minimizing sequence for the problem Iλ. Therefore, thanks to (4.1–4.3), we have
for all u∈Hs

D(G(|u|),G(|u|))≤η (ϵ1+ϵ2+ϵ3)||u||2Ḣs +η (Cϵ1λ
e1 +Cϵ2λ

e2 +Cϵ3λ
e3).

Hence

||un||2Hs =2E(un)+ ||un||2L2 +D(G(|un|),G(|un|)),
≤2Iλ+λ+η (ϵ1+ϵ2+ϵ3) ||un||2Hs +η (Cϵ1λ

e1 +Cϵ2λ
e2 +Cϵ3λ

e3).

Eventually, we pick ϵ1,ϵ2 and ϵ3 such that η (ϵ1+ϵ2+ϵ3)<1, we get immediately that
the minimizing sequence (un)n∈N is bounded in Hs.

Before going further, let us introduce the so called Lévy concentration function

Qn(r)= sup
y∈RN

∫
B(y,r)

|un(x)|2dx.

It is known that each Qn is nondecreasing on (0,+∞). Also, with the Helly’s selection
Theorem, the sequence (Qn)n∈N has a subsequence that we still denote (Qn)n∈N by
abuse of notation, such that there is a nondecreasing function Q(r) satisfying

Qn(r)−−−−−→
n→+∞

Q(r), for all r>0.
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Since 0≤Qn(r)≤λ, there exists β∈R such that 0≤β≤λ and

Q(r)−−−−−→
r→+∞

γ.

Briefly speaking, a minimizing sequence (un)n∈N for the problem Iλ can only be in
one of the following situations:

• Vanishing, i.e. γ=0.

• Dichotomy, i.e. 0<γ<λ.

• Compactness, i.e. γ=λ.

In the sequel, we shall proceed by elimination and show that vanishing and dichotomy
do not occur. Therefore, compactness is the only possible scenario. Our starting point
is the following

Proposition 4.2. Let λ>0 and (un)n∈N be a minimizing sequence of problem Iλ
with G such that A0 and A1 hold true. Then γ>0.

The proposition claims then that the situation of vanishing does not occur. In the
proof of Proposition 4.2, we shall use, for all subset of A⊂RN , the notation

D|A(G(|u|),G(|u|)) :=
∫
A×A

G(|u(x)|)V (|x−y|)G(|u(y)|)dxdy.

Proof. Let us first prove that D(G(|un|),G(|un|)) is lower bounded. In other
words, we show that for n∈N large enough there exists δ>0 such that

δ<D(G(|un|),G(|un|)). (4.4)

On the one hand, we argue by contradiction and assume that there exist no such δ.
Therefore liminfn→+∞D(G(|un|),G(|un|))≤0, thus

Iλ= lim
n→+∞

E(un)= lim
n→+∞

(
1

2
||∇sun||2L2 −

1

2
D(G(|un|),G(|un|))

)
≥−1

2
lim

n→+∞
D(G(|un|),G(|un|))≥0.

The inequality above is in contradiction with the fact that Iλ<0. On the other
hand, arguing by contradiction and assuming that the minimizing sequence (un)n∈N
vanishes, i.e. assuming that γ=0. Then, there exists a subsequence (unk

)k∈N of
(un)n∈N and a radius r̃ >0 such that

sup
y∈RN

∫
B(y,r̃)

|unk
(x)|2dx−−−−−→

k→+∞
0.

Next, since the sequence (unk
)k∈N is bounded in Hs, then one can find rϵ>0 such

that

D|{|x−y|≥rϵ}(G(|unk
|),G(|unk

|))≤ ϵ

2
.
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Now, we cover RN by balls of radius r and centers ci for i=1,2,... such that each
point of RN is contained in at most N+1 ball. Therefore, there exists Nϵ ball and a
subsequence (cil)l=1,...,Nϵ such that

D|{|x−y|≥rϵ}(G(|unk
|),G(|unk

|))≤η
2∑

p,q=1

Dp,q||x−y|≥rϵ(|unk
|),

≤η
2∑

p,q=1

∞∑
l=1

Nϵ∑
i=1

∫
Bx(cl,r)

∫
By(cil ,r)

|unk
(x)|µp |unk

(y)|µq

|x−y|N−β
dxdy,

≤η
2∑

p,q=1

∞∑
l=1

Nϵ∑
i=1

||unk
||L2(Bx(cl,r))

||
∫
By(cli ,r)

|unk
(y)|µq

|x−y|N−β
dy |unk

|µp−1||L2(Bx(cl,r))
,

≤Nϵη

( ∞∑
l=1

||unk
||L2(Bx(cl,r))

)
||unk

||r ||unk
||µ−1

2N
N−2s

sup
y∈RN

||unk
||L2(B(y,r))

+Nϵη
2∑

(p,q) ̸=(1,2),p,q=1

( ∞∑
l=1

||unk
||L2(Bx(cl,r))

)
||unk

||µq−1
rpq

||unk
||µp−1

rpq
µp−1

×

× sup
y∈RN

||unk
||L2(B(y,r)),

where r and rpq are such that

β

N
=

1

r
+
µ−1

sN
,

1

r
+

1

2
>
β

N
,

µp−1

rpq
+
µq−1

rpq
=
β

N
,

µp−1

rpq
+

1

2
>
β

N
, (p,q) ̸=(1,2).

Since 1+ 2β−N
N−2s <µ<1+ β+2s

N , 0<β<N and s> N−β
2 , it is rather clear that one can

find (as in section 2) r,rp,q ∈ [2,sN ] satisfying the algebraic system above. Conse-
quently, we have obviously

D|{|x−y|≥rϵ}(G(|unk
|),G(|unk

|))≤ (N+1)Nϵη ||unk
||L2×

×
(
||unk

||µHs + ||unk
||2Hs + ||unk

||2(µ−1)
Hs

)(
sup
y∈RN

∫
B(y,r)

|unk
|2
) 1

2

.

−−−−−→
n→+∞

0.

This shows that if the minimizing sequence (un)n∈N vanishes, then

D(G(|un|),G(|un|))−−−−−→
n→+∞

0.

This is in contradiction with the property (4.4), namely for n∈N large enough there
exists γ>0 such that D(G(|un|),G(|un|))>γ. Thus, vanishing does not occur.

Now, we show the following

Proposition 4.3. Let 0<π<λ and G such that A0 and A1 hold true. Then the
mapping λ 7→Iλ is continuous and Iλ<Iπ+Iλ−π.
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Proof. Let λ>0 and (λk)k∈N be a sequence of positive numbers such that
λk−−−−−→

k→+∞
λ. Let ϵ>0 and u∈Hs(RN ) such that ||u||L2 =

√
λ and

Iλ≤E(u)≤Iλ+
ϵ

2
.

For all k∈N, let uk=
√

λk

λ u. Obviously uk ∈Hs(RN ) and ||uk||2L2 =λk so that for all

k∈N we have Iλk
≤E(uk). Now, we show that E(uk)−−−−−→

k→+∞
E(u). First, for all k∈N

||uk−u||Ḣs ≤||uk||Ḣs

∣∣∣∣∣1−
√
λk
λ

∣∣∣∣∣ .
Since any sequence of Iλ is bounded in Hs(RN ) and λk−−−−−→

k→+∞
λ, then we have obvi-

ously 1
2 ||∇suk||2L2 −−−−−→

k→+∞
1
2 ||∇su||2L2 . Next, following the first assertion of Proposition

4.1, we have E(u)∈C1(Hs(RN ),R). In particular, one can easily see from the proof of
this point (see Ref. [19] for details) that D(u) :=D(G(|u|),G(|u|))∈C1(Hs(RN ),R)
and

|D′(u)|≤η
(
||u||Hs + ||u||

2s+β
N

Hs

)
. (4.5)

Therefore, we have

|D(uk)−D(u)|=
∣∣∣∣∫ t

0

d

dt
D(tuk+(1− t)u)dt

∣∣∣∣,
≤η sup

u∈Hs,||u||Hs≤η

||D′(u)||H−s ||uk−u||Hs ,

≤η ||uk||Hs

∣∣∣∣∣1−
√
λk
λ

∣∣∣∣∣−−−−−→k→+∞
0.

Thus, we have E(uk)−−−−−→
k→+∞

E(u). Consequently, we have Iλk
≤Iλ+ϵ for k large

enough. Next, for all k∈N, let us choose ũk ∈Hs(RN ) such that ||ũk||L2 =
√
λk and

E(ũk)≤Iλk
+ 1

k . Moreover, for all k∈N, we set ūk=
√

λ
λk
ũk. Obviously, since ūk ∈

Hs(RN ) and ||ūk||2L2 =λ, we have Iλ≤E(ūk). The same argument as above shows
that E(ũk)−−−−−→

k→+∞
E(ū) so that for k large enough, we have Iλ≤Iλk

+ϵ. Whence,

λ 7→Iλ is continuous on R⋆
+. Eventually, using the energy estimates (3.10-3.12) or

(3.13), it is rather easy to show that Iλ−−−−→
λ→0+

0. This shows that the mapping λ 7→Iλ
is continuous.

Let us now prove the strict sub–additivity inequality. For that purpose, we intro-
duce uθ=θ

κu(θ
κ
N ) for all κ> N

N+2s . Obviously uκ∈Hs(RN ) and ||uθ||L2(RN )=
√
θλ.

Moreover, using A1, we have

E(uθ)=
1

2

∫
RN

|(−∆)
s
2uθ|2dx−

1

2
D(G(|uθ|),G(|uθ|)),

≤ θκ(1+
2s
N )

2

(∫
RN

|(−∆)
s
2u|2dx−D(G(|u|),G(|u|))

)
=θκ(1+

2s
N )E(u).
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Thus, we deduce that Iθλ≤θκ(1+
2s
N )Iλ for all θ>0. Now, we let 0<π<λ. Therefore,

since κ
(
1+ 2s

N

)
>1 we have

Iλ≤λκ(1+
2s
N )I1<πκ(1+ 2s

N )I1+(λ−π)κ(1+
2s
N )I1,

≤πκ(1+ 2s
N )π−κ(1+ 2s

N )Iπ+(λ−π)κ(1+
2s
N )(λ−π)−κ(1+ 2s

N )Iλ−π,

=Iπ+Iλ−π.

In summary, for all 0<π<λ, we have Iλ<Iπ+Iλ−π.

Now, we are able to claim the following

Proposition 4.4. Let λ>0 and (un)n∈N be a minimizing sequence of problem Iλ
with G such that A0 and A1 hold true. Then dichotomy does not occur for (un)n∈N.

Proof. Let us introduce ξ1 and ξ2 in C∞ such that 0≤ ξ1,ξ2≤1 and

ξ1(x)=

1 if |x|≤1

0 if |x|≥2
, ξ2(x)=1−ξ1(x), ||∇ξ1||L∞ , ||∇ξ2||L∞ ≤2.

For all r>0, let ξ1r (·)= ξ1( ·
R ) and ξ2r (·)= ξ2( ·

R ). We will show that dichotomy does
not occur by contradicting the fact that for all 0<π<λ, we have Iλ<Iπ+Iλ−π

proved in Proposition 4.3. Indeed, let (un)n∈N be a minimizing sequence of problem
Iλ and assume that dichotomy holds. Then, using the construction of [29], there
exist

• 0<π<λ,

• a sequence (yn)n∈N of points in RN ,

• two increasing sequences of positive real number (r1,n)n∈N and (r2,n)n∈N such
that

r1,n−−−−−→
n→+∞

+∞ and
r2,n
2

−r1,n−−−−−→
n→+∞

+∞,

such that the sequences u1,n= ξ
1
r1,n(·−yn)un and u2,n= ξ

2
r2,n(·−yn)un satisfy for all

p∈ [2,sN ] the following properties



un=u1,n on B(yn,r1,n), un=u2,n on Bc(yn,r2,n)=RN \B(yn,r2,n)∫
RN |u1,n|2dx−−−−−→

n→+∞
π,

∫
RN |u1,n|2dx−−−−−→

n→+∞
λ−π,

||un−(u1,n+u2,n)||Lp −−−−−→
n→+∞

0, ||un||Lp(B(yn,r2,n)\B(yn,r1,n))
−−−−−→
n→+∞

0,

dist(Supp(u1,n),Supp(u2,n))−−−−−→
n→+∞

+∞.

We obviously have

E(un)=E(u1,n)+E(u2,n)+
1

2

∫
RN

|(−∆)
s
2 un|2−

1

2
D(G(|un|),G(|un|))dx

− 1

2

2∑
i=1

(∫
RN

|(−∆)
s
2 ui,n|2dx−D(G(|ui,n|),G(|ui,n|))

)
.
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Now we show the existence of ϵ>0 such that for sufficiently large radius r1,n and r1,n
we have

1

2

∫
RN

(
|(−∆)

s
2 un|2−

2∑
i=1

|(−∆)
s
2 ui,n|2

)
dx≥−η ϵ. (4.6)

First of all, it is rather easy to show that by construction , we have∫
RN

(
|(−∆)

s
2 un|2−

2∑
i=1

|(−∆)
s
2 ui,n|2

)
dx

≥−
2∑

i=1

∫
RN×RN

|ξiri,n(x−yn)−ξ
i
ri,n(y−yn)|

2|un(x)|2

|x−y|N+2s
dxdy.

Indeed, the estimate above is justified using the definition (2.3) combined with the
following basic fact for i=1,2

|ui,n(x)−ui,n(y)|2= |ξiri,n(x−yn)un(x)−ξ
i
ri,n(y−yn)un(y)|

2

≤ 1

2
|ξiri,n(x−yn)−ξ

i
ri,n(y−yn)|

2
(
|ui,n(x)|2+ |ui,n(y)|2

)
+

1

2

(
|ξiri,n(x−yn)|

2+ |ξiri,n(y−yn)|
2
)
|ui,n(x)−ui,n(y)|2.

In order to show (4.6), it suffices to show that there exists ϵ>0 such that for large
radius r1,n and r2,n, we have∫

RN×RN

|ξiri,n(x−yn)−ξ
i
ri,n(y−yn)|

2|un(x)|2

|x−y|N+2s
dxdy≤η ϵ, i=1,2.

For that purpose, we consider the case i=1 (the case i=2 follows similarly) and we
split the sum in two parts as follows∫

RN×RN

|ξ1r1,n(x−yn)−ξ
1
r1,n(y−yn)|

2|un(x)|2

|x−y|N+2s
dxdy

=

∫
|x−y|≤r1,n

|ξ1r1,n(x−yn)−ξ
1
r1,n(y−yn)|

2|un(x)|2

|x−y|N+2s
dxdy

+

∫
|x−y|>r1,n

|ξ1r1,n(x−yn)−ξ
1
r1,n(y−yn)|

2|un(x)|2

|x−y|N+2s
dxdy :=T1+T2

Now, we write

T1≤ r−2
1,n

∫
|x−y|≤r1,n

|un(x)|2

|x−y|N+2s−2
dxdy

≤ r−2
1,n

∫
RN

|un(x)|2dx
∫
|x|≤r1,n

1

|x|N+2s−2
dx≤η r−2s

1,n

∫
RN

|un(x)|2dx.

Moreover,

T2≤ r−s
1,n

∫
|x−y|>r1,n

|ξ1r1,n(x−yn)−ξ
1
r1,n(y−yn)|

2|un(x)|2

|x−y|N+s
dxdy

≤η r−s
1,n

∫
RN

|un(x)|2dx
∫
|x−y|>r1,n

1

|x−y|N+s
dy≤η r−s

1,n

∫
RN

|un(x)|2dx.
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Eventually summing up T1 and T2 and use the same argument in order to handle the

term
∫
RN×RN

|ξ2r2,n (x−yn)−ξ2r2,n (y−yn)|2|un(x)|2

|x−y|N+2s dxdy, one ends with

∫
RN

(
|(−∆)

s
2 un|2−

2∑
i=1

|(−∆)
s
2 ui,n|2

)
dx≥−η

(
2∑

i=1

r−2s
i,n + r−s

i,n

)∫
RN

|un(x)|2dx.

The estimate (4.6) follows for r1,n and r2,n large enough. Next, observe that
|un−u1,n−u2,n|≤31(B(yn,r2,n)\B(yn,r1,n)) where 1(B(yn,r2,n)\B(yn,r1,n)) denotes the
characteristic function of B(yn,r2,n)\B(yn,r1,n). Now, we have

|D(G(|un|),G(|un|))−D(G(|vn|),G(|vn|))−D(G(|wn|),G(|wn|))|

≤
∫
B(yn,2r)\B̄(yn,2r)

(∣∣∣∣G(|un|)G(|un|)|x−y|N−β

∣∣∣∣+ ∣∣∣∣G(|vn|)G(|vn|)|x−y|N−β

∣∣∣∣
+

∣∣∣∣G(|wn|)G(|wn|)
|x−y|N−β

∣∣∣∣)dxdy,
≤η

(
||u||4−

N−β
s

L2(B(yn,r2,n)\B(yn,r1,n))
||u||

N−β
s

Hs + ||u||2µ−
N(µ−1)−β

s

L2(B(yn,r2,n)\B(yn,r1,n))
||u||

N(µ−1)−β
s

Hs

)
+η ||u||µ+2−Nµ−2β

2s

L2(B(yn,r2,n)\B(yn,r1,n))
||u||

Nµ−2β
2s

Hs −−−−−→
n→+∞

0.

Here, we used the estimates (3.10–3.12). Thus, for r1,n and r2,n large enough, we
have

− 1

2
(D(G(|un|),G(|un|))−D(G(|vn|),G(|vn|))−D(G(|wn|),G(|wn|)))≥−η ϵ. (4.7)

Summing up (4.6) and (4.7), we end up for large r1,n and r2,n with

E(un)−E(u1,n)−E(u2,n)≥−η ϵ. (4.8)

Since we have
∫
RN |u1,n|2dx−−−−−→

n→+∞
π and

∫
RN |u1,n|2dx−−−−−→

n→+∞
λ−π, there exist two

positive real sequences (µ1,n)n∈N and (µ2,n)n∈N such that |µ1,n−1|, |µ2,n−1|<ϵ and∫
RN

|µ1,nu1,n|2dx=π,
∫
RN

|µ2,nu2,n|2dx=λ−π,

so that

Iπ ≤E(µ1,nu1,n)≤E(u1,n)+
η ϵ

2
,

Iλ−π ≤E(µ2,nu2,n)≤E(u2,n)+
η ϵ

2
.

Thus, with (4.8), we have the continuity of the mapping λ 7→Iλ for all λ>0 and we
have

Iπ+Iλ−π−3η ϵ≤E(u1,n)+E(u2,n)−η ϵ≤E(un)−−−−−→
n→+∞

Iλ.

In summary, we proved that for all 0<π<λ, we have Iπ+Iλ−π ≤Iλ contradicting the
strict sub–additivity inequality proved above. Then, the dichotomy does not occur.
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Now, we finish the proof of Theorem 2.2. Since vanishing and dichotomy do not
occur for any minimizing sequence (un)n∈N for the problem Iλ, then the compactness
certainly occurs. Following the concentration-compactness principle [29], we know
that every minimizing sequence (un)n∈N of Iλ satisfies (up to extraction if necessary)

lim
r→+∞

lim
n→+∞

sup
y∈RN

∫
B(y,r)

|un(x)|2dx=λ.

That is, for all ϵ>0, there exist rϵ>0 and nϵ∈N⋆ and {yn}⊂RN such that for all
r>rϵ and n≥nϵ, we have ∫

B(yn,r)

|un(x)|2dx=λ−ϵ.

Now, let wn=un(x+yn), we have obviously that ||wn||Hs = ||un||Hs is bounded in
Hs(RN ), therefore (wn)n∈N (up to extraction if necessary) converges weakly to w
in Hs(RN ). In particular (wn)n∈N converges weakly to w in L2(RN ) and ||wn||L2 =√
λ. Now, let r̃ϵ>rϵ such that ||w||L2(Bc(0,r̃ϵ))

< ϵ
2 . Thus, there exists ñϵ∈N⋆, ñϵ>nϵ

such that for all n≥ ñϵ, we have ||wn−w||L2(B(0,r̃ϵ))
< ϵ

2 . Therefore, with the triangle
inequality, we have

||w||L2 ≥||un||L2 −||wn−w||L2(B(0,r̃ϵ))
−||wn−w||L2(Bc(0,r̃ϵ))

,

≥||un||L2(B(yn,r̃ϵ))
−||wn−w||L2(B(0,r̃ϵ))

−||w||L2(Bc(0,r̃ϵ))
≥
√
λ−ϵ−ϵ.

Passing to the limit we get ||w||L2 ≥
√
λ. Since the L2 norm is lower semi continuous,

we obtain that ||w||L2 ≤ liminfn→+∞ ||wn||L2 =
√
λ. Eventually, we get ||w||L2 =

√
λ,

therefore the sequence (wn)n∈N converges strongly in L2(RN ) to w.

Also, we have

|D(G(|wn|),G(|wn|))−D(G(|w|),G(|w|))|≤
∣∣∣∣∫ t

0

d

dt
D(tG(|wn|)+(1− t)G(|w|))dt

∣∣∣∣,
≤η sup

u∈Hs,||u||Hs≤η

||D′(u)||H−s ||wn−w||Hs ,

≤η ||wn−w||L2 +η ||wn−w|| 2s+β
N

−−−−−→
n→+∞

0.

In the last line we used (4.5)-kind inequality and again we refer to [19] for a proof. Us-
ing the lower semi-continuity of the −s norm, we have ||w||Hs ≤ liminfn→+∞ ||wn||Hs .
Summing up, we get clearly

Iλ≤E(w)≤ liminf
n→+∞

E(wn)=Iλ.

This shows that w is a minimizer of Iλ and wn−−−−−→
n→+∞

w in Hs(RN ). Theorem 2.1 is

now proved.

5. Stability of standing waves

In this section, we prove Theorem 2.4 by showing the orbital stability of standing
waves in the sense of Definition 2.3. We argue par contradiction. Assume that Ôλ
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is not stable, then either Ôλ is empty or there exist w∈Ôλ and a sequence ϕn0 ∈Hs

such that ||ϕn0 −w||Hs −−−−−→
n→+∞

0 as n→∞ but

inf
z∈Ôλ

||ϕn(tn,.)−z||Hs ≥ε, (5.1)

for some sequence tn⊂R, where ϕn(tn,.) is the solution of the Cauchy problem S
corresponding to the initial condition ϕn0 .

Now let wn=ϕ
n(tn,.), since J (w)= Îλ, it follows from the continuity of the L2 norm

and J inHs that ||ϕn0 ||L2 −−−−−→
n→+∞

√
λ and J (wn)=J (ϕn0 )= Îλ. With the conservation

of mass and energy associated to the dynamics of the system S , we deduce that

||wn||L2 = ||ϕn0 ||L2 −−−−−→
n→+∞

√
λ and J (wn)=J (ϕn0 )−−−−−→

n→+∞
Îλ.

Therefore if (wn)n∈N has a subsequence converging to an element w∈Hs, then
||w||L2 =

√
λ and J (w)= Îc. This shows that w∈Ôλ, but

inf
z∈Ôλ

||ϕn(tn,.)−z||Hs ≤||wn−w||Hs

contradicting (5.1).

In summary, to show the orbital stability of Ôλ, one has to prove that Ôλ is not
empty and that any sequence (wn)n∈N⊂Hs such that

||wn||L2 −−−−−→
n→+∞

√
λ and J (wn)−−−−−→

n→+∞
Îλ, (5.2)

is relatively compact inHs (up to a translation). From now on, we consider a sequence
(wn)n∈N satisfying (5.2). Our aim is to prove that it admits a convergent subsequence
to an element w∈Hs.

If (wn)n∈N=(un,vn)n∈N⊂Hs, it is easy to see that (|wn|)n∈N⊂Hs . Thanks to A0,
we have that (wn)n∈N is bounded in Hs and hence by passing to a subsequence, there
exists w=(u,v)∈Hs such thatun converges weakly to u in Hs, vn converges weakly to v in Hs,

limn→+∞ ||∇sun||L2 + ||∇svn||L2 exists .
(5.3)

Now, a straightforward calculation shows that

J (wn)−E(|wn|)=
1

2
||∇swn||2L2 −

1

2
||∇s|wn|||2L2 ≥0. (5.4)

Thus we have Îλ=limn→+∞J (wn)≥ limsupn→+∞ E(|wn|). However, since

|||wn|||2L2 = ||wn||2L2 =λn−−−−−→
n→+∞

λ, by the continuity of the mapping λ 7→Iλ (see

Proposition 4.3), we obtain

liminf
n→+∞

E(|wn|)≥ liminf
n→+∞

Iλn =Iλ≥Îλ. (5.5)
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Hence limn→+∞J (wn)= limn→+∞E(|wn|)=Iλ= Îλ. The properties (5.3) and the
inequalities (5.4) and (5.5) imply that

lim
n→+∞

||∇sun||2L2 −||∇svn||2L2 −||∇s(u
2
n+v

2
n)

1/2||2L2 =0, (5.6)

which is equivalent to say that

lim
n→+∞

||∇swn||2= lim
n→+∞

||∇s|wn|||2L2 . (5.7)

The convergence |||wn|||2L2 = ||wn||2L2 =λn−−−−−→
n→+∞

λ, the inequality (5.5) and Theorem

2.2 imply that |wn| is relatively compact in Hs (up to a translation). Therefore,
there exists φ∈Hs such that (u2n+v

2
n)

1/2→φ in Hs and ||φ||L2 =
√
λ with E(φ)= Iλ.

Let us prove that φ= |w|=(u2+v2)1/2. Using (5.3), it follows that un−−−−−→
n→+∞

u and

vn−−−−−→
n→+∞

v in L2(B(0,R)). Now, using the fact that |(u2n+v2n)1/2−(u2+v2)1/2|2≤

|un−u|2+ |vn−v|2, we get (u2n+v
2
n)

1/2−−−−−→
n→+∞

(u2+v2)1/2 in L2(B(0,R)) which

leads to the desired result. On the other hand |||wn|||L2 = ||wn||L2 −−−−−→
n→+∞

√
λ=

||w||L2 = |||w|||L2 . Therefore, all what we need is to prove that limn→∞ ||∇swn||2L2 =

||∇sw||2L2 . Thanks to (5.7), we have that limn→+∞ ||∇swn||2L2 =limn→+∞ ||∇s|wn|||2L2

and limn→+∞ ||∇s|wn|||2L2 = ||∇s|w|||2L2 . Hence by the lower semi-continuity of ||∇s ·
||L2 , we get that ||∇sw||2L2 ≤ limn→+∞ ||∇s|wn|||2L2 = ||∇s|w|||2L2 . Eventually, using

(5.4), it follows that ||∇sw||2L2 ≥||∇s|w|||2L2 . Since by (5.3), we know that wn con-
verges weakly to w in Hs, it follows that wn−−−−−→

n→+∞
w in Hs and the proof is now

completed.

Now, we turn to the characterization of the Orbit Ôλ. We show the following

Proposition 5.1. With the same assumptions of Theorem 2.4, we have

Ôλ=
{
eiσw(.+y), σ∈R, y∈RN

}
,

and w is a minimizer of Problem Iλ.

Proof. Let z=(u,v)∈Ôλ and set φ=(u2+v2)1/2. By the previous section, we
know that E(φ)= Iλ, thus φ satisfies S̃ . with ν being a Lagrange multiplier. Fur-
thermore the equality ∥∇sw∥2=∥∇s|w|∥2 implies that

u(x)v(y)−v(x)u(y)=0. (5.8)

By Proposition 5.2, it is plain that φ∈C(RN ) and V (|x|)⋆G(|φ|)∈C(RN ). We can

write (−∆)sφ=νφ+V (|x|)⋆G(|φ|)G
′(φ)
φ χ{φ̸=0}φ with χA being the characteristic

function of the set A. Since φ is nontrivial and V (|x|)⋆G(|φ|)G
′(φ)
φ χ{φ̸=0}∈L∞

loc(RN ),

we conclude that φ>0 in RN by the Harnack inequality (see Lemma 4.9 in [5]) and
a standard argument of intersecting balls. There is three cases, namely u≡0, v≡0
and the third case corresponds to u ̸=0 and v ̸=0. For simplicity, we investigate
the latter case, the other cases can be treated easily. The equality (5.8) implies that
u(x)
v(x) =

u(y)
v(y) for all x,y∈RN . Thus, there exists α such that u(x)=αv(x) and therefore

z=(α+ i)v=eiσw with w= |z|.
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Let us now prove (5.8). By the fact that J (z)= Îλ, we can find a Lagrange multi-

plier α∈C such that J ′(z)(ξ)=
α

2

∫
RN

zξ̄+ξz̄ for all ξ∈Hs. Putting ξ=z, it follows

immediately that α∈R and V :=V (|x−y|)

∫
RN

∇su∇sf−
∫

RN×RN

G(u2+v2)1/2(y)V dyG′(f(x))dx=α

∫
RN

u(x)f(x)dx,

∫
RN

∇sv∇sf−
∫

RN×RN

G(u2+v2)1/2(y)V dyG′(f(x))dx=α

∫
RN

v(x)f(x)dx,

for all f ∈Hs. It follows that u and v solve the following system
(−∆)su−

∫
G(u2+v2)1/2(y)V (|x−y|)dyG′(u(x))+αu(x)=0,

(−∆)sv−
∫
G(u2+v2)1/2(y)V (|x−y|)dyG′(v(x))+αv(x)=0.

By Proposition 5.2 (see the Appendix), we have that u and v∈C(RN ) because (u2+
v2)1/2∈Hs(RN ). Let Ω={x∈RN such that u(x)=0}, obviously Ω is closed since
u is continuous. Let us prove that it is also open. Suppose that x0∈Ω. Since φ(x0)>0,
we can find a ball B centered in x0 such that v(x) ̸=0 for any x∈B. Replacing u and
v in (5.6), we certainly have u(x)v(y)−v(x)u(y)=0 for all x,y∈B. This proves the
result.

Appendix. In this appendix, we prove the following

Proposition 5.2. Let s∈ (0,1),N−2s≤β<N,β>0,u,φ∈Hs(RN ), G such that A0

holds true and ν is a real number such that

(−∆)su=νu+[V ⋆G(φ)]G′(u). (5.9)

Then, there exists α∈ (0,1) depending only on N,ν,s,β such that u∈C0,α
loc (RN ). More-

over, if φ∈L∞
loc(RN ), then u∈C0,α

loc (RN ) if β≤1 and u∈C1,α
loc (RN ) if β>1 and in

addition V ⋆G(φ)∈C0,α
loc (RN ).

Proof. We start by recalling the Gagliardo-Nirenberg inequality

||φ||Lp ≤ cN,s,p||φ||Hs for all φ∈Hs(RN ) ,

for p∈ [2,sN ] if N >2s and for all p∈ [ 2,sN ) and 2s≥N (here we put sN ≡+∞). Also
we recall the Hardy-Littlewood-Sobolev inequality:

∥V ⋆g∥
L

qN
N−qβ

≤CN,β,q∥g∥Lq for every g∈Lq,

for N−qβ>0.

First of all we focus on the case N >2s. We have

||G(φ)||Lq ≤κ||φ2||Lq +κ|||φ|µ||Lq =κ||φ||2L2q +κ||φ||µLµq .

Hence, since φ∈Hs, we infer that G(φ)∈Lq provided that 1≤ q≤ sN
2 and 2

µ ≤ q≤ sN
µ ,

that is 1≤ q≤ sN
2 and 1≤ q≤ NsN

N+2s+β . Now, thanks to the fact that N−2s≤β<N ,



Y. Cho, M.M. Fall, H. Hajaiej, P.A. Markowich and S. Trabelsi 25

we get 1< N
β ≤ sN

2 and 1< N
β ≤ NsN

N+2s+β . In particular, we deduce that G(φ)∈Lq for

all q∈
[
1, Nβ

]
. Now, for all ϵ>0 we let qϵ=

N
β −ϵ>1. Using the Hardy-Littelwood-

Sobolev inequality, we get V ⋆G(φ)∈L
Nqϵ
ϵβ which in turns with the fact that β≥N−2s

shows that V ⋆G(φ)∈Lr for all r> N
N−β ≥ N

2s . Now, using the notation b(x)= G′(u)
1+|u|

and sign(u)= u
|u| , we reformulate the equation (5.9) as follows

(−∆)su(x)=νu(x)+ [V ⋆G(φ)]b(x)(1+ |u|)),

=

∫
RN

V (|x−y|)G(φ(y))dyb(x)(1+sign(u)u).

Observing that µ−2<sN −2= 4s
N−2s , then for all r> N

2s , we can write

||[V ⋆G(φ)]b||Lr = ||[V ⋆G(φ)] G
′(u)

1+ |u|
||Lr ,

≤κ||[V ⋆G(φ)] |u|+ |u|µ−1

1+ |u|
||Lr ,

≤κ||V ⋆G(φ)||Lr +κ||[V ⋆G(φ)]|u|µ−2||Lr .

In order to deduce that the right hand side of this estimate is finite, we use Hölder’s
inequality to get

||[V ⋆G(φ)]|u|µ−2||rLr ≤||V ⋆G(φ)]||
L

rθ
θ−1

|||u|||µ−2
Lr(µ−2)θ ,

for all θ>1. Therefore, we can choose r> N
2s and θ>1 respectively close to N

2s and 1 so
that 1<r(µ−2)θ<sN . Hence, using the Gagliardo-Nirenberg inequality and the fact
that V ⋆G(φ)∈Lr for all r> N

N−β ≥ N
2s and u∈Hs, we end up with [V ⋆G(φ)]b∈Lr

for some r> N
2s . Thus u∈C

0,α
loc (RN ).

Now, we write the equation (5.9) as follows

(−∆)su(x)= c(x)u(x)+d(x) :

c(x)=ν+[V ⋆G(φ)]b(x)sign(u)∈Lr,

d(x)= [V ⋆G(u)]b(x)∈Lr,

for some r> N
2s . From now on [·] will stands for the integer part of ·. Using the regu-

larity result of Ref. [39], we conclude that u∈C0,α
loc (RN ) for some α∈ (0,1) provided

N
2s >1. If N =1 and s> 1

2 , then it is well-known that Hs is embedded in C0,α
loc (RN )

with α=s− 1
2 −
[
s− 1

2

]
so that u∈C0,α

loc (RN ). Moreover, if N =1 and s= 1
2 , we have

obviously u∈Lp for every p≥2 and the classical elliptic regularity yields u∈C0,α
loc (RN )

for some α∈ (0,1).

Let us introduce a cutoff function η ∈C∞
c (RN ) such that η ≡1 in the closed ball BR of

center 0 and radius R>0 and η ≡0 in RN \B2R. To alleviate the notation, we denote
f =G(φ) which belongs to L∞

loc∩Lq with 1<q≤ N
β . We define V1(φ) :=V ⋆(ηf) and

V2(φ) :=V ⋆((1−η )f). Then, using Fourier transform, we get (−∆)
β
2 V1(φ)=f in

the sense of distributions. Now, if β
2 ∈N⋆, then it is rather easy to show using the

classical regularity theory that V ⋆G(φ)∈Cβ(RN ). Next, if 0< β
2 <1, then we apply

Proposition 2.1.9 of Ref. [38] to show that V1(φ)∈C0,α(RN ) for β≤1 and V1(φ)∈
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C [β],α(RN ) for β>1 and some α∈ (0,1). Now, V2(φ) is smooth on BR since it is
β
2−harmonic in such a ball (see Ref. [4]). Hence, V ⋆G(φ)∈C0,α

loc (RN ) for β≤1 and

V ⋆G(φ)∈C [β],α
loc (RN ) for β>1 and some α∈ (0,1). Let us now turn to the case of

β
2 >1 and β

2 ̸∈N. We let σ= β
2 −
[
β
2

]
. Using Fourier transform, we have

(−∆)[
β
2 ]V1(φ)=(−∆)[

β
2 ] ((−∆)σV1(φ))=η f,

in the sense of distributions. Again, the classical regularity theory implies that
(−∆)σV1(φ)∈C [β](RN ) and so V1(φ)∈C [β](RN ). Similarly, we have

(−∆)
β
2 V2(φ)=(−∆)σ

(
(−∆)[

β
2 ]V2(φ)

)
=(1−η )f,

in the sense of distributions. Therefore the function g := (−∆)[
β
2 ]V2(φ) is given by

(−∆)[
β
2 ]V2(φ)(x)=

∫
RN

(1−η (y))f(y)
|x−y|N−σ

dy.

Also, using the Hardy-Littelwood-Sobolev inequality, it is rather straightforward to

see that g∈Lp for some p>1. Thus, g belongs to the set
{
u,
∫
RN

|u(x)|
1+|x|N+2σ dx<+∞

}
.

Again, since g is σ−harmonic in BR, we deduce that g is smooth on BR by Ref. [4].
The radius R being arbitrary, it follows that V2(φ) is smooth on RN . In particular,

we have V2(φ)∈C [β](RN ) because
[
β
2

]
is a positive integer. Recalling that we showed

V1(φ)∈C [β](RN ), we conclude V ⋆G(φ)∈C [β](RN ).

Let us now summarize and conclude the proof. We considered the partial differential
equation (5.9) and proved that for some α∈ (0,1), V ⋆G(φ)∈C0,α

loc (RN ) for β≤1 and

V ⋆G(φ)∈C [β],α
loc (RN ) for β>1. Since G′ is locally Lipschitz, we deduce that u∈

C0,α
loc (RN ) for β≤1 and u∈C1,α

loc (RN ) for β>1 by adapting the proof of Lemma 3.3

of Ref. [14] for N >2s. If N =1 and 2s≥1, we have that [V ⋆G(φ)]G′(u)∈C0,γ
loc (RN )

for some γ∈ (0,1), thus using Proposition 2.1.8 of Ref. [38], we get u∈C1,α
loc (RN ).

Acknowledgements. Y. Cho was supported by NRF grant 2010-0007550 (Re-
public of Korea). M. M. Fall is supported by the Alexander Von Humboldt founda-
tion. The research of P. A. Markowich and S. Trabelsi reported in this publication
was supported by the King Abdullah University of Science and Technology.

REFERENCES

[1] Argaez C, Melgaard M. 2012. Solutions to quasi-relativistic multi-configurative Hartree- Fock
equations in quantum chemistry, Nonlinear Analysis: Theory, Methods & Applications,
75 pp. 384–404.
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